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Abstract

Thanks to the internet the amount of in-
formation nowadays has grown drastically
worldwide during the last two decades.
According to [14]: "The Amount of Dig-
ital Information Reached 281 Exabytes
(281 Billion Gigabytes)." Furthermore it
can be observed that a huge percentage
of all these information are represented
through text, e.g. websites, e-Mails, office
documents, e-books, etc. As a logical con-
sequence one can infer that many distinct
authors have produced these texts. How-
ever, very often documents do not con-
tain any explicit information about their
authors and therefore determining the true
copyright holder manually is very hard.

To cope with this challenge, so-called
"Authorship Attribution Methods" have
been developped over a number of years
with the intention to guess the most likely
author for a given text. Unfortunately in
some cases it is not possible to apply these
methods as, for instance, when there is
a lack of reference material (e.g. in the
forensics field) or quite the contrary, when
there are too many refrences (e.g. in the
internet) which makes comparison analy-
ses fairly impossible. For other scenarios
there might be no interest in uncovering
the true identity of the unknown author.
Instead, one is curious about the fact if a
given text has been produced by one or
several authors.

If a document consists of textual material
from at least two authors, where only one
is explicit declared and no associated cita-

tions have been found then, this act may
refer to the term of "plagiarism". The
discipline that seeks to recognize plagia-
rism, when no further material is avail-
able besides the given document itself,
is called "Intrinsic Plagiarism Detection"
and is strongly related to the discipline of
authorship verification.
.

In this paper, I work out the fascinating
and highly complex discipline of Intrinsic
Plagiarism Detection. I explain the essen-
tial foundations and present several state-
of-the-art approaches, that have been pro-
posed by the most important researchers in
this field.

Keywords: intrinsic plagiarism detection, author-
ship verification, outlier detection, register, genre,
style, stylometry.

1 Introduction

Thanks to the Internet’s possibilities the process of
information procurement has been improved ex-
tremely during the last years. A huge amount of
information that is accessable worldwide over the
Internet is represented through text. Due to its na-
ture, textual information is easy to use and reuse,
where the latter one can be understood as modify-
ing a source text in order to embedd the result into
other texts.
.

Reusing text is a indispensable prerequisite in our
everyday life. Website operators for instance, of-
ten reuse textual content from other websites and
combine it with their own material. As long as
the "borrowed" text is correctly cited and copy-
right issues are strictly abided and respected, the



act of reusing text can be treated as legally. Un-
fortunately this is not always the case. Very often
entire texts or small parts are reused by individu-
als for their own purposes, without giving credit
to the original authors. From the legal point of
view, this act refers to the term of plagiarism, a
term which has been mentioned recently often in
the media (e.g. the Guttenberg affair). Plagiarism
is a serious academic offense, which seems to be-
come more and more ordinarily in our everyday
life as Stein et al. reveals: "A recent large-scale
study on 18,000 students by McCabe reveals that
about 50% of the students admit to plagiarize from
extraneous documents" [35].
.

But what do we mean by the term of plagiarism?
Although its wide variety of possible definitions,
I believe that the following definition might best
fit in terms of text plagiarism: "Plagiarism is the
act, intentional or otherwise, of copying or bor-
rowing words or ideas without properly acknowl-
edging the original source" [23].
.

According to Ben-Dror et al. [10] plagiarism
can be splitted up into "five levels, or degrees, of
misconduct, ranging from the most serious (Level
One) to the least serious (Level Five)":

• "Level One: The uncredited verbatim copy-
ing of a full paper, or the verbatim copying
of a major portion (greater than half of the
original paper)". [10]

• "Level Two: The uncredited verbatim copy-
ing of a large portion (less than half of the
original paper)". [10]

• "Level Three: The uncredited verbatim copy-
ing of individual elements (e.g., paragraphs,
sentences, figures)". [10]

• "Level Four: The uncredited improper para-
phrasing of pages or paragraphs". [10]

• "Level Five: The credited verbatim copying
of a major portion of a paper without clear
delineation (e.g., quotes or indents)". [10]

Note: due to a strong influence by [25] and [30],
this paper is mainly focusing on "Level Two" and
"Level Three".
.

A lot of effort has been done so far in order to
fight plagiarism. In former times, when computers

where not available, each single plagiarism case
was examined individually by responsible experts.
But due to the fact that manual plagiarism detec-
tion is highly time-consuming, current research
projects attempts to automate the detection pro-
cess. Typically one can distinguish between two
areas of plagiarism detection:

• External Plagiarism Detection (EPD): "Ex-
ternal plagiarism detection deals with the
problem of finding plagiarized passages in
a suspicious document based on a reference
corpus". [22]

• Intrinsic Plagiarism Detection (IPD): "In-
trinsic plagiarism detection does not use ex-
ternal knowledge and tries to identify dis-
crepancies in style within a suspicious doc-
ument". [22]

While research is performed largely for EPD [29],
the much more complicated area of IPD requires
more research work to be carried out. There are
several reasons that makes IPD difficult to handle
(rather than EPD), for instance:

• No reference documents are available besides
the given document itself.

• No further possibilies to uncover plagiarism
besides detecting suspicious text parts, which
significantly differs from the rest of the doc-
ument. (How can we define "significantly"?)

• Even if suspicious text parts are found, there
is still no guarantee that these parts are truely
plagiarized.

Despite of its complex nature, IPD becomes in-
creasingly important, due to the fact that on the
one hand, reference material is not always avail-
able or on the other hand, that the amount of refer-
ences is too large (e.g. the extremely great number
of websites on the internet). To cope with such ex-
treme cases, IPD can serve as a helpful option to
assist experts.
.

The rest of this paper is structured as follows.
The next section describes the differences between
IPD and Authorship Verification. Section three ex-
plains briefly the idea of "text layers" followed by
section four, which aims to distinguish between
the terms of Register, Genre, Style and Stylom-
etry. After that, section five dives more into the



depths of features, which reflects the core concept
of IPD. In section six the term "Similarity met-
ric" is explained, due to its excessive usage within
the IPD discipline. Section seven elaborates on
some general problems within IPD, while section
eight surveys some already existing approaches in
that discipline (particularly their technical aspect)
and also their applicability on the PAN’09 corpus,
which is then explored more in detail in section
nine. Finally, the discussion is given in section
ten.

2 IPD vs. Authorship Verification

The disciplines of IPD and Authorship Verifica-
tion are strongly related to each other. This section
elaborates briefly the statement.
.

In [33] the authors characterize the Authorship
Verification problem as follows: "In an authorship
verification problem one is given writing examples
from an author A, and one is asked to determine
whether or not each text in fact was written by
A". This characterization implies the main idea of
IPD, which is, to identify breach of style within the
given document. Finding such style discrepancies
increases the assumption that the document might
contain plagiarized text elements and hence, was
probably not written by only one author. In con-
trast to that, if (reliable) IPD methods have been
applied on the same document and were not able
to find any suspicious style changings then, this
would imply that the writing style is unique and
therefore only one author was involved in the gen-
eration of the document (rather than several au-
thors).
.

From the technical view, both disciplines are "one-
class classification" problems, where "a one-class
classification problem defines a target class for
which a certain number of examples exist" [34].
In addition to that, the same authors explain that
IPD can be described "as a more general form of
the authorship verification problem" [34].
.

Nevertheless, there is also (at least) one important
difference between both disciplines. In contrast to
Authorship Verification, IPD is not addressing the
question who actually has written a given docu-
ment. In other words, the technical background of
both might be the same, while the context or more
precisely the field of application differs.

3 Text layers

Before introducing the technical aspect of IPD one
must first understand an important fact about text
and its underlying structure. Text is almost always
organized in many so-called "text layers" (or just
layers), where each layer has its own specific func-
tion. The following table enumerates some of the
most important layers:

Grapheme layer: This is a text.

Symbol layer: T h i s i s a t e x t .

Token layer: [This] [is] [a] [text.]

Phoneme layer: /DIs Iz @ tEkst/

Part-Of-Speach layer: This/DT is/VBZ a/DT text/NN ./.

Constituent layer: (This (is (a (text)))).

Table 1: A few samples of text layers

Note: there are many more layers existing as those
listed above, but to simplify matters this study
concentrates only on some of these.

4 Register, Genre, Style and Stylometry

In this section I try to distinguish the terms of Reg-
ister, Genre, Style and Stylometry with respect to
the definitions and explanations I have researched
during this study.

4.1 Register & Genre
According to Crystal, the term Register "refers to
a variety of language defined according to its use
in social situations, e.g. a register of scientific,
religious, formal English" [4], whereas Genre can
be understood as "the generalization of a term well
established in artistic and literary criticism for an
identifiable category of literary composition (e.g.
poetry, detective story)" [4]. Crystal continues
that: "A genre imposes several identifiable char-
acteristics on a use of language, notably in rela-
tion to subject-matter, purpose (e.g. narrative, al-
legory, satire), textual structure, form of argumen-
tation, and level of formality", [4].
.

From the point of view of IPD, Register and Genre
have strictly to be ignored during the analysis step
(or more precisely the outlier detection step). The
reason for this is, that none of them really reflects
an individual writing style and hence, detection
methods are doomed to fail, if they are taken into
account. This however, raises the crucial question:
What is style exactly?



4.2 Style & Stylometry
According to my literature research, there is no ab-
solute criteria for "style", therefore I refer to the
term of "stylistics", which Crystal defines as fol-
lows: "A branch of linguistics which studies the
features of situationally distinctive uses (varieties)
of language, and tries to establish principles capa-
ble of accounting for the particular choices made
by individual and social groups in their use of lan-
guage", [4].
.

In order to approximate style reasonably, such that
IPD (and other disciplines) can be implemented,
a field of study named "Stylometry" has been es-
tablished that analyzes so-called stylometric fea-
tures. Simon et al. defines Stylometry as "a disci-
pline that determines authorship of literary works
through the use of statistical analysis and machine
learning" [7].
.

To date, many variants of stylometric features have
been investigated by researchers across the fields
of linguistics, forensics, machine learning, etc.
Style, as well as Stylometry are extremely impor-
tant in the context of IPD, since the core aussump-
tion of IPD is, that each individual has its own spe-
cific writing style [24] and hence, it is the only
possibility to disinguish authors from eachother.

4.3 IPD & Stylometry
Stein et al. [25] explain that the most appropriate
stylometric features for the IPD discipline fall in
one of the following five categories:

1. "Text statistics: which operate at the charac-
ter level", [25].

2. "Syntactic features: which measure writing
style at the sentence-level", [25].

3. "POS features: to quantify the use of word
classes", [25].

4. "Closed-class word sets: to count special
words", [25].

5. "Structural features: which reflect text orga-
nization", [25].

According to these findings, each category refers
to one specific text layer. In order to give the
whole idea a more formalized meaning, one can
use a very basic mathematical concept in the fol-
lowing manner. Assume the above categories are

represented as sets such, that each set contains a
finite number of distinctable features. Then, style
can be roughly defined as:

ST YLE := TEXT STATISTICS ∪

SYNTACTIC FEATURES ∪

POS FEATURES ∪

CLOSED-CLASS WORD SETS ∪

STRUCTURAL FEATURES ∪

OTHER

where OTHER denotes an underspecified set,
which forms a union of all possible (unknown)
feature sets. Finding a way to define clearly the
OTHER set is absolutely impossible. If one as-
sumes that a precise definition exists then, this
would entail that any discipline, which involves
discriminant analysis in terms of style (including
IPD), would not be an open scientific problem
anymore.

5 Features

Features reflect the core concept of IPD. Strictly
speaking, if features would not exist, IPD would
not be possible to implement.
.

In order to use features in the IPD task, they first
must be extracted of a given document. The litera-
ture [29], [27], [32] denotes this process as "fea-
ture extraction". Feature extraction can be ap-
plied on both, the entire document (globally) or
just parts of it (locally). Since "part" is an unclear
term for the IPD task, I use the better known term
"passages" instead, which already has been termed
by the authors in [25].
.

Passages consists of a number of sentences. Un-
fortunately, it is very difficult to say how many of
them, a single passage should include. The reason
for this is that judging, if a sentence is supposed
to be a "real" sentence, is a science in its own. As
a result, all passages should be chosen of approxi-
mately equal size, when segmenting the text. Once
the document is segmented into its passages, fea-
ture extraction can be then applied on each single
passage. This however, raises the question which
features can be considered in order to gain the best
discrimination power. Stein et al. [34] for instance
have compiled the following collection of some
well-known and suitable features for the IPD task:



Stylometric feature Reference

Lexical features (character-based) Character frequency [41]

Character n-gram frequency/ratio [17], [28], [15], [19]

Frequency of special characters ( ’(’, ’&’, ’/’, etc. ) [41]

Compression rate [32]

Lexical features (word-based) Average word length [12], [41]

Average sentence length [12], [41]

Average number of syllables per word [12]

Word frequency [26], [12], [19]

Word n-grams frequency/ratio [28]

Number of hapax legomena [37], [41]

Number of hapax dislegomena [37], [41]

Dale-Chall index [5], [3]

Flesch Kincaid grade level [6], [16]

Gunning Fog index [9]

Honore’s R measure [13], [37], [41]

Sichel’s S measure [37], [41]

Yule’s K measure [40], [12], [37], [41]

Type-token ratio [40], [12], [41]

Average word frequency class [42]

Syntactic features Part-of-speech [32], [19]

Part-of-speech n-gram frequency/ratio [18], [19]

Frequency of function words [1], [18], [26], [12], [41], [19]

Frequency of punctuations [41]

Structural features Average paragraph length [41]

Indentation [41]

Use of greetings and farewells [32], [41]

Use of signatures [32], [41]

.

Table 2: Compilation of important and well-known features, [34] (Note: References have been adjusted)

According to Stein et al. [34] the following five features (out of 30) have found out

to be the most discriminative in terms of style:

Stylometric feature F-Measure

Flesch Reading Ease Score 0.208

Average number of syllables per word 0.205

Frequency of term: of 0.192

Noun-Verb-Noun tri-gram 0.189

Noun-Noun-Verb tri-gram 0.182

Table 3: Feature rankings (adopted from [34])



6 Similarity metrics

Although its excessive usage in IPD, the term
"similarity metric" is not always clearly defined in
the literature. Therefore I use my own definition
within the scope of this study.

• Informal definition: A similarity metric is
a function which measures how similar two
objects (represented as vectors) are.

• Formal definition: Let X,Y ∈ Rn denote
two real-valued vectors. A similarity func-
tion can be than defined as follows:
.

sim : Rn × Rn → R, and more precisely:
.

sim(X,Y ) 7→ {q | q ∈ R ∧ 0 ≤ q ≤ 1}.

The formal definition implies that the resulting
value of sim(X,Y ) falls in the intervall of [0; 1],
where 1 can be interpreted as highly similar and 0
as the opposite.
.

Similarity metrics are used in almost any conceiv-
able domain e.g. biology, chemistry, computer
science, mathematics, physics, psychology, statis-
tics, etc. In the context of IPD, similarity met-
rics are important (or even essential) in order to
detect style discrepancies between text fragments
(e.g. sentences or phrases) and the entire docu-
ment.
.

According to Lin [21] a similarity measure should
fulfill the following intuitions:

1. "The similarity between A and B is related
to their commonality. The more commonality
they share, the more similar they are" [21].

2. "The similarity between A and B is related to
the differences between them. The more dif-
ferences they have, the less similar they are"
[21].

3. "The maximum similarity between A and B is
reached when A and B are identical, no mat-
ter how much commonality they share" [21].

Note: A refers to X and B refers to Y in the con-
text of my formal definition.
.

To date, alot of similarity metrics have been pro-
posed. Some of the most popular are listed below:

Cosine Similarity, [2]:

n∑
i=1

(
xiyi

)
(√ n∑

i=1
x2i

)(√ n∑
i=1

y2i

)

Dice Coefficient, [2]:

2
n∑

i=1

(
xiyi

)
( n∑
i=1

x2i

)
+
( n∑
i=1

y2i

)

Jaccard Coefficient, [2]:

2
n∑

i=1

(
xiyi

)
( n∑
i=1

x2i

)
+
( n∑
i=1

y2i

)
−
( n∑
i=1

(
xiyi

))

Czekanowski Index, [2]:

n∑
i=1

min(xi, yi)

min
( n∑
i=1

xi ,
n∑

i=1
yi

)
In the literature some authors use the term "dis-
tance functions" as a synonym for similarity met-
rics. This however, is not correct due to the fact
that: "From the scientific and mathematical point
of view, distance is defined as a quantitative de-
gree of how far apart two objects are" [2], whereas
a similarity metric measures how similar two ob-
jects are. Nevertheless, distance functions can be
transferred into similarity metrics with the follow-
ing comprehensible formula, [11]:

1

1 + dist(X,Y )

where dist(X,Y ) represents any arbitrary dis-
tance function. The resulting value of the fraction
always falls in the interval of [0; 1]. This can be
concluded as follows, let d represent the denomi-
nator 1 + dist(X,Y ) than ,the lower bound of the
interval is given by the limit:

lim
d→∞

1

d
= 0



In contrast, if X and Y are identical or more pre-
cisely dist(X,Y ) = 0, than the fraction results
in:

1

1 + 0
= 1

.

which is the upper bound of the interval. Hence,
similarity metrics and distance functions can be
used both for the IPD task.

7 General problems with IPD

Like any other scientific discipline, IPD also suf-
fers from several types of problems. This section
elaborates on the most important problems in IPD.

7.1 Decide if plagiarized elements truely exist

An important prerequisite that one has to take into
account, before applying IPD methods on a given
document, is to decide (in some way) if it contains
any plagiarized text elements at all. Stamatatos
[30] believes that two options can be considered,
in order to to decide whether a document contains
plagiarized text elements or not:

• "By pre-processing: A criterion must be de-
fined to indicate a plagiarism-free document.
If this is the case, there is no further detection
of plagiarized sections" [30].

• "By post-processing: The algorithm detects
any likely plagiarized sections and then a de-
cision is taken based on these results" [30].

For the former option Stamatatos conclude to use
a criterion that is based on the variance of the so-
called "style change function" (details about this
can be looked up in the section "Existing Ap-
proaches"). This function behaves stable if the
document is written by only one author. To the
contrary, if a document is potentially written by
more than one author (which means it is partly
plagiarized), then, "the style change function will
be characterized by peaks that significantly devi-
ate from the average value" [30]. The presence
of such peaks are indicated by the standard devi-
ation. Stamatatos judges that a document is con-
sidered to be plagiarism-free, if the standard de-
viation is lower than a predefined threshold. One
possible value for that threshold was determined
empirically at 0.02 [30].

7.2 Document & passages length

Another very important and a still opened
question, which has to be answered, is the
fact how long specific text elements (sliding
blocks/windows, sentences, paragraphs or the doc-
ument itself) should be, in order to achieve practi-
cal results within the IPD task. During the exami-
nation of the literature, no definitive requirements
have been spotted so far.
.

Nevertheless, I have noted several settings and
suggestions as for instance by Granitzer et al.
[22]. The authors gained quite well results with
respect to a sentence window size of 2000 charac-
ters (evaluated on the PAN’09 corpus). In terms
of paragraph lengths, Suarez et al. [36] used 200
characters for their system that was also trained
on the same corpus. Stein et al. reported a size
of 40 - 200 words of one passage, "which is ambi-
tious from the analysis standpoint—but which cor-
responds to realistic situations" [25]. With regard
to the documents length Stein et al. mentioned:
"Experience shows that a style analysis becomes
statistically unreliable for text lengths below 250
words" [34].
.

Conclusion: unsurprisingly, general rules cannot
be defined for lengths of text elements, but one fact
always remains the same, the longer the length of
a document is, the more stylometric features can
be captured and hence, a better stylistic model can
be constructed. The better such a modell is, the
better stylistic outliers can be detected.

8 Existing Approaches

In this section I introduce some of the already ex-
isting approaches in the field of IPD.

8.1 Vector Space Models

In [22] Granitzer et al. propose their so-called
Vector Space Models approach, which is com-
posed of the following three stages:

1. "‘Vectorization of each sentence in the suspi-
cious document"’, [22].

2. "‘Determination of outlier sentences based
on the document’s mean vector"’, [22].

3. "‘Post processing of the detected outlier sen-
tences"’, [22].



In 1.) the authors chose a window of k sen-
tences around the suspicious sentence, which is
surrounding of k

2 sentences. Next, they construct
for each sentence Si a vector for each stylometric
feature space. The feature space is consisting of
the following feature categories, which were pre-
sented in [8] and [25]:

• Average word frequency class

• Punctuation

• Part of speech tags

• Pronouns

• Closed class words

With regard to these five categories, the resulting
five vectors of each sentence Si are than concate-
nated into a single vector, which is denoted by

# »

Qi.
After that, they build the mean vector #»m of all the
# »

Qi vectors as follows, [22]:

#»m =
1

n

n∑
i=1

# »

Qi

In 2.) the authors use an outlier detection scheme
(based on the cosine similarity metric), which tries
to find those sentences (represented through their
feature vectors

# »

Qi) that deviate significantly from
the mean vector #»m.
.

The authors state that a j’th sentence is marked as
an outlier, if the following inequality holds, [22]:

cos( #»vj ,
#»m) < mean− ε ∗ stddev

where #»vj is a (plagiarized) sentence vector and ε is
a small constant ≥ 1. Both mean and stddev are
formalized as follows, [22]:

mean =
1

n

n∑
i=1

cos(
# »

Qi,
#»m)

stddev =

√√√√ 1

n

n∑
i=1

(cos(
# »

Qi,
#»m)−mean)2

.

In 3.) the authors derive the final blocks of plagia-
rized passages, which are based on those sentences
that deviate to much from the mean.
.

Granitzer et al. evaluated their system on both,

the development corpus and the competition cor-
pus of the PAN’09 plagiarism detection competi-
tion, where they report the following results, with
regard to the F1-Measure:

• Development Corpus: 0.4603 ,[22]

• Competition Corpus: 0.2286 ,[22]

Their system have taken the 3rd out of 4 places
in the IPD task within the PAN’09 competition.
For future work the authors conclude to improve
their outlier detection method and also to investi-
gate more stylometric features for the task.

8.2 Character n-gram Profiles
In [30] Stamatatos proposed a method that was
based on character n-gram profiles (CNP). CNP
represents the set of different character n-grams,
encountered in document and their normalized fre-
quencies. The main idea of his approach "is to de-
fine a sliding window over the text length and com-
pare the text in the window with the whole docu-
ment", [30]. The following illustration underlines
the idea:

Figure 1: Stamatatos’ CNP approach, [31]

Instead of using a similarity metric, Stamatatos ap-
plied the following dissimilarity meassure with the
intention to detect stylistic irregularities within the
document, [30]:

nd1(A,B) =

∑
g∈P (A)

(
2
(
fA(g)−fB(g)

)
fA(g)+fB(g)

)2

4|P (A)|

The elements of the formula are described as fol-
lows, A,B are two texts, where P (A) denotes the
profile of A. The more precisely, P (A) is actu-
ally the vector of normalized frequencies of all
the character n-grams that appear at least once in



the text. |P (A)| represents the size of the pro-
file (number of all the character n-grams). Fur-
thermore, fA(g) and fB(g) denote the frequency
of occurrence (normalized over the text length) of
the n-gram g in A and B. Another interesting ob-
servation is, that the resulting value of the above
function always falls between 0 and 1 (although it
is not a similarity metric), this is ensured by the
denominator 4|P (A)|.
.

The style change function, denoted by sc(i,D)
parameterizes the above dissimilarity function as
follows: nd1(wi, D) for i = 1, . . . , |w|, where
w stands for the sliding window of the length l
and |w| represents the total amount of all the win-
dows in the document D. Let x be the number of
all characters in D and s the step of the sliding
window (in characters), than the amount of all the
documment windows can be computed as, [30]:

|w| = b1 + x− l
s
c

.

As well as Granitzer et al. [22], Stamatatos
has also participated in the PAN’09 competition,
where he held the first place in the IPD task.
Stamatatos’ system achieved the following results
(measured against the F1-Measure):

• Development Corpus: 0.2876 ,[30]

• Competition Corpus: 0.3086 ,[30]

8.3 Kolmogorov Complexity Measures
In their work [29] Seaward et al. follow an inter-
esting idea. They use the Kolmogorov Complexity
measures in order to extract structural information
from a given document. The authors are not treat-
ing the document as a bag-of-words (which is usu-
ally sufficient for the IPD task), due to the fact that
this model ignores the information about the text
structure, as the following example illustrates:

"This is a nice sentence"

⇓

{ is , sentence , a , This , nice }

Like the n-gram approach of Stamatatos [30],
the Kolmogorov complexity features preserve the
structure of style features within the text. These

features can be than used by other IPD methods
in order to increase the detection quality of plagia-
rized text elements. But before such features can
be gained for further analysis, some preliminary
work has to be done beforehand. Seaward and
Matwin therefore analyze each text segment with
regard to its word class distribution. The following
sample sentence (taken from [29]) illustrates the
basic idea behind the distribution of word classes,
with respect to its corresponding binary string rep-
resentation:

Sentence: "Billy walked the dog yesterday"

Noun distrib. 1 0 0 1 0

Verb distrib. 0 1 0 0 0

Stopwords distrib. 0 0 1 0 0

Once a sentence has been decomposed into
its word class distribution, one can quantify
the structure, in order to measure its random-
ness/complexity. One possible method of doing
this is the so-called Kolmogorov complexity mea-
sures. But what are these measures exactly?
.

The authors state that "Kolmogorov complexity
measures the informativeness of a given string
(...) as the length of the algorithm required to de-
scribe/generate that string" [15]. In other words,
the Kolmogorov complexity meassures the ran-
domness of the string (according to its binary rep-
resentation). "Unfortunately, Kolmogorov com-
plexity is formally uncomputable, in a strict tech-
nical sense related to the Halting Problem" [15].
However, it is still possible to approximate it with
lossless compression algorithms, as for exam-
ple the Lempel-Ziv compression algorithm (Zlib),
which was used during the experiments in [20].
The authors define the approximate Kolmogorov
complexity of a string x, usingC as a compression
algorithm, denoted by Kc(x) as follows, [29]:

Kc(x) =
Length(C(x))

Length(x)
+ q

where q represents the length in bits of the pro-
gram that implements the compression algorithm
C and C(x) is the result of compressing x using
C.
.

Note: "In practice, q is usually ignored as it is
not useful in comparing complexity approxima-
tions and it varies according to which program-
ming language implements C" [29]. In order to



answer the question how the resulting value of the
function above can be interpretated, the authors
explain that if C was not able to compress the
string x very much, than Kc(x) is high and thus
x has a high complexity (and vice versa).
.

The experiment results of Seaward et al. revealed
that complexity features are able to outperform
normalized count features (e.g. word-, sentence-,
POS-counts, vocabulary richness, etc.) as one can
infer from the following table:

Rank Feature

1 Adjective complexity

2 Adjective count

3 Topic word complexity

4 Verb word complexity

5 Passive word complexity

6 Active word complexity

7 Preposition count

8 Stop word count

9 Avg. word length per sentence

10 Topic word complexity

Table 4: Top 10 features, calculated by a

χ2 feature evaluator (adopted from[29])

The authors used a Support Vector Machine
(SVM) and a Neural Network as classifiers for
their IPD experiment, where the latter one showed
the most improvement with complexity measures
(F1-Measure of 0.603 against 0.587 via the SVM
classifier). However, the researchers conclude
that: "More research needs to be done in using
compression models which have prior knowledge
of the language to be analyzed and/or the prior
probabilities of word classes. This would result in
more meaningful complexity features which would
likely aid in the difficult task of intrinsic plagia-
rism detection" [29].

9 Corpora for IPD

In former times, where only a little research has
been conducted on IPD, researchers were forced to
build individual test corpora, in order to run their
evaluations. Fortunately, this has changend thanks

to the "1st International Competition on Plagia-
rism Detection", which was held in cooperation of
the researchers from Bauhaus University Weimar
and Universidad Politécnica de Valencia.
.

The researchers compiled a large-scale corpus for
the evaluation of automatic plagiarism detection
algorithm, in both disciplines, IPD and EPD. In
this section I summarize the relevant facts about
the corpus and its parameters.

9.1 PAN’09

The PAN’09 corpus was compiled in 2009 by Pot-
thast, Eiselt, Stein, Barrón-Cedeño, and Rosso
[39] and made publicly available for researchers
in the field of IPD and especially EPD.
.

The corpus consists of German, Spanish and En-
glish documents, where the latter one reflects the
majority. Within these documents "all types of
plagiarism cases can be found, namely monolin-
gual plagiarism with varying degrees of obfusca-
tion, and translation plagiarism from Spanish or
German source documents", [38].

9.2 Plagiarism Obfuscation Strategies

As mentioned above, the PAN’09 corpus contains
plagiarism cases with varying degrees of obfusca-
tion. In this subsection I briefly point out the ofus-
cation strategies that have been used in the corpus,
in order to make the plagiarized sections more dif-
ficult to detect.
.

Aaccording to [39]: "The random plagiarist
employs random combinations of the follow-
ing strategies, and each strategy with varying
strength":

• Paraphrasing: "Given a sequence of tokens
from a passage of text, each token is replaced
by one of its synonyms, antonyms, hyponyms,
or hypernyms, chosen at random. If neither
are available for a given token the token is
retained", [39].

• Parts-of-Speech Reordering: "Given a se-
quence of tokens from a passage of text, its se-
quence of parts of speech is determined. Then
the tokens from the text are reordered at ran-
dom while their original sequence of parts of
speech is maintained", [39].



• Random Text Operations: "Given a se-
quence of tokens from a passage of text,
words or short phrases are shuffled, removed,
inserted, or replaced at random until a halt-
ing criterion is reached. Insertions and re-
placements may come from the new context
in which the obfuscated passage will be in-
serted, or from other sources", [39].

9.3 Corpus Statistics
In this subsection some important statistics in re-
gard to the PAN’09 corpus are given.

• "Corpus size: 20 611 suspicious documents,
20 612 source documents", [39]

• "Document lengths: small (up to paper size),
medium, large (up to book size)", [39]

• "Plagiarism contamination per document:
0%-100% (higher fractions with lower prob-
abilities)", [39]

• "Plagiarized passage length: short (few sen-
tences), medium, long (many pages)", [39]

• "Plagiarism types: monolingual (obfusca-
tion degrees none, low, and high), and mul-
tilingual (automatic translation)", [39]

9.4 Performance Measures
The plagiarism detection systems have been mea-
sured according to their: precision, recall, and
granularity on detecting the plagiarized passages
in the corpus. The formalization of these terms are
given as follows: s denotes a plagiarized passage
from the set of all plagiarized passages S. r de-
notes a detection from the set R of all detections.

Rank Overall score F1-Measure Precision Recall Granularity Participant

1 0.2462 0.3086 0.2321 0.4607 1.3839 E. Stamatatos,

University of the Aegean, Greece

2 0.1955 0.1956 0.1091 0.9437 1.0007 B. Hagbi and M. Koppel,

Bar Ilan University, Israel

3 0.1766 0.2286 0.1968 0.2724 1.4524 M. Granitzer, M. Muhr, M. Zechner, and R. Kern,

Know-Center Graz, Austria

4 0.1219 0.1750 0.1036 0.5630 1.7049 L. M. Seaward and S. Matwin,

University of Ottawa, Canada

Table 5: Performance results for the IPD task (adopted with slight formatting modifications, [39])

SR represents a subset of S for which detections
exist in R. |s|, |r| denote the char lengths of s, r
and |S|, |R|, |SR| are the sizes of the respective
sets, [38]. With these notation the required formu-
las for the measuring task can be defined as:
.

Recall, [38]:

1

|S|

|S|∑
i=1

(
#(detected chars of si)

|si|

)

Precision, [38]:

1

|R|

|R|∑
i=1

(
#(plagiarized chars of ri)

|ri|

)

F1-Measure, [38]:

2PrecisionRecall

Precision+Recall

Granularity, [38]:

1

|SR|

|SR|∑
i=1

(
#(detections of si in R)

)

Overall, [38]:

F1 −Measure

log2(1 +Granularity)

The following table shows the results for the
PAN’09 competition:



10 Discussion

In this study I have tried to bring light into the
darkness of the relatively young IPD discipline
(namely "Intrinsic Plagiarism Detection").
.

In comparision to EPD (namely "Extrinsic Plagia-
rism Detection") IPD is comparatively a poorly
investigated area. Despite of the fact that several
promising approaches exist, there is a serious need
for further research to be carried out in this field,
in order to build reliable systems for real-world
scenarios. However, IPD is a very fascinating
discipline, which attracts considerable attention in
current research.
.

Beyond the scope of plagiarism, IPD algorithms
can be used in other related research fields. For
instance, it might be conceivable to use IPD in
a preliminary stage of authorship attribution,
how exactly? In order to perform authorship
attribution, one needs a training set from al-
ready attributed documents. Each one of these
documents must be written by only one author,
otherwise the learned attribution model is useless.
In practice however, it cannot be always guaran-
teed that these documents are clearly produced
by only one author (e.g. when a the training set
consists of forum posts or something similar).
Hence, IPD can be used here to decide, if the
writing style within the documents is consistent
enough before proceeding with the authorship
attribution process.
.

The PAN’11 competition, which will held at
the end of September 2011 in in Amsterdam,
Netherlands, will hopefully show promising
improvements of the presented approaches or
even new ideas and concepts how to deal with IPD.
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